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ABSTRACT

This paper presents Diffusion Model for Scene Text Recog-
nition (DiffusionSTR), an end-to-end text recognition frame-
work using diffusion models for recognizing text in the wild.
While existing studies have viewed the scene text recognition
task as an image-to-text transformation, we rethought it as a
text-text one under images in a diffusion model. We show for
the first time that the diffusion model can be applied to text
recognition. Furthermore, experimental results on publicly
available datasets show that the proposed method achieves
competitive accuracy compared to state-of-the-art methods.

Index Terms— Scene text recognition, Document analy-
sis, Diffusion model, Deep learning, Machine learning

1. INTRODUCTION

Text recognition in natural images is one of the active areas
in computer vision and a fundamental and vital task in real-
world applications such as document analysis and automated
driving [1, 2]. However, scene text recognition is challeng-
ing because it requires recognizing text in various fonts, col-
ors, and shapes. Many methods have been proposed to ad-
dress this challenge. Early research proposed methods that
utilize information from images using Convolutional Neural
Networks (CNNs) and recognizes text sequences using Re-
current Neural Networks (RNNs) [3]. In order to deal with
curved text images, pre-processing methods, such as Rectifi-
cation Networks, were introduced before encoding visual fea-
tures to improve accuracy [4]. Recently, methods with strong
language models have been proposed for more robust recog-
nition [5,6]. While these methods contribute to high accuracy,
they tend to be complex because they use multiple modules.

We propose a new approach by reviewing the input-output
relationship of the scene text recognition task. While existing
approaches generate text sequences directly from images, as
shown in Figure 1a, our method iteratively transforms a text
sequence into a correctly recognized one under the condition
of image information, as shown in Figure 1b. In other words,
we regard the text recognition task as a text-to-text transfor-
mation task rather than an image-to-text task. By matching
the input-output relationship of the same domain, rather than
directly converting the different domains of image and text,

(a) Typical approach of scene text recognition

(b) Our approach using diffusion model

Fig. 1: The overview of the typical approach and our pro-
posed one. Typical approaches consist of a vision module to
obtain information from an image and a decoder to convert it
to a text sequence. Some methods employ rectified modules
and language models to boost accuracy, which leads to com-
plex architecture. In contrast, our approach consists of two
main components. The decoder converts a sequence to a rec-
ognized result iteratively under the visual condition.

prediction is possible even in simple structures, unlike exist-
ing methods.

We introduce a diffusion model into the scene text recog-
nition task to realize our approach. In recent years, generative
models based on diffusion models have succeeded in image
generation [7, 8]. The probabilistic diffusion models pipeline
consists of a chain of Markov latent variables, with data flow-
ing in two directions: the diffusion process and the denoising
process. The denoising process generates data from Gaussian
noise through inference. In contrast, the diffusion process is
the training process that learns to transform data samples into
Gaussian noise. We leverage a diffusion model in our pro-
posed approach. The main structural feature of the diffusion
model in the image generation task is that the input-output
relationship corresponds to the same resolution—a fixed
dimension—for images. Unlike image generation, however,
the dimension of scene text recognition varies from image to
image due to the length of a text sequence. This makes learn-
ing difficult because there is a different challenge of where
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a text ends within a fixed-length sequence in addition to the
categorical classification of characters. To solve this problem,
we propose a character-aware head, which predicts whether
a character exists at the position in the sequence. By doing
so, we achieved accuracy comparable to leading competitive
methods despite its simple structure.

Our contribution is listed as follows.

• We propose DiffusionSTR, the first framework for
scene text recognition with diffusion models.

• Experimental results show the proposed method’s ef-
fectiveness, achieving competitive accuracy with state-
of-the-art methods on public datasets.

2. RELATED WORKS

Scene Text Recognition. Scene Text Recognition can be
roughly divided into two categories: language-free and
language-based approaches. The language-free approaches
predict the sequence of a character directly from input im-
ages without any language constraint. The main methods
are CTC-based and segmentation-based methods. The CTC-
based methods [3, 9] combine CNN to extract visual features
and sequence models, such as RNN, to predict a sequence
of characters with end-to-end training using CTC loss [10].
The segmentation-based methods segment characters at pixel
level and recognize them by grouping [11]. However, these
approaches do not use linguistic information, only image
information, making them vulnerable to noise, such as occlu-
sion and distortion.

The language-based approaches have been studied re-
cently to alleviate the above problems [5]. Early research
proposed methods utilizing N-grams [12], but recent methods
have been proposed using powerful language models such as
those represented by RNNs [13] and Transformer [5]. For
instance, ABINet inputs the recognition results from vision
into a language model and obtains text results with added
language information. Then, it predicts the refined results
fusing the two recognition results. This process is iterative
for improvement [5]. Moreover, PARSeq uses Permutation
Language Modeling to sophisticate the iterative improvement
process [6]. These methods have contributed to higher accu-
racy by introducing powerful language models, but they are
complex mechanisms.

Our proposed method differs from existing research in
two ways. First, we do not use a language model for simplic-
ity. Second, while existing research performs direct inference
from images to text results, our proposed method differs be-
cause we prepare token sequences in advance and transform
them to correct sequences through the vision condition.
Diffusion Models. Diffusion models are latent variable gen-
erative frameworks in [14] and are improved in [7]. Due to
their remarkable power, they have recently attracted attention
in image generation [7, 14, 15], mainly in continuous data.

Adaptations have also been proposed for object detection [16]
and audio [17]. Although initially not directly applicable to
discrete data such as text, the extension to the discrete data has
recently been proposed [8]. However, it has yet to be shown
to what extent the diffusion model is effective in text recog-
nition tasks. This is the first work of the diffusion models for
the text recognition task.

3. METHOD

Figure 2 shows the pipeline of the proposed method. Our
proposed method learns to transform text-to-text for scene
text recognition through a diffusion model process based
on the transformer architecture, including vision and text.
The model comprises a vision encoder, a transformer, linear
layers—FFN, and a character-aware head—that transform
the results. The overall flow begins with generating visual
features from images using the vision encoder. Next, a noise-
filled token sequence xT is used as input to generate a refined
one xT−1 through the Transformer [19] under visual fea-
ture conditions. The new token sequence is refined T times,
and finally, the output x0 is converted to the recognized text
through FFN, and the character’s position is predicted through
the character-aware head. We describe each detail below.

3.1. Diffusion Model

The original diffusion model [14] constructs forward and re-
verse processes. The forward process gradually deteriorates
a data point x0, sampled from a real-world data distribution
x0 ∼ q(x). It adds a small amount of noise at each time step
where t ∈ 1, · · ·T and makes the data point into a Gaussian
noise xT ∼ N (0, I). On the other hand, the reverse denois-
ing process tries to gradually reconstruct the original data x0

through sampling from xT . It is described as a learnable dis-
tribution p(xt−1 | xt).

In applying a diffusion model to the text recognition task,
we basically follow the diffusion models [8,14] but with some
modifications. First, in the image generation task, the data
xt corresponds to a single image. However, our scene text
recognition corresponds to a single text sequence comprising
character tokens. Moreover, we use the multinomial diffu-
sion model [8] for categorical data because, unlike the im-
age generation task whose variable is continuance, scene text
recognition’s variable is discrete. In addition to characters, we
also use special tokens to correspond to text recognition: the
[EOS] token indicates the end of the recognized text. The
[PAD] token indicates the padding of the fixed-length se-
quence after [EOS]. The [MASK] token is a special token
that signifies noise state.

Next, although the original diffusion model is optimized
to maximize the marginal likelihood of the data in [14], we
use the devised objective Lsimple [7] with a mean-squared
error loss for stable training.
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Fig. 2: The pipeline of the proposed scene text recognition using a diffusion model. It consists of the vision encoder [18],
Transformer [19] with an additional time-based positional encoding, FFN and character-aware head. [E] and [P] are abbre-
viations for special tokens [EOS] and [PAD], respectively. The proposed method performs text recognition by repeatedly
refining the input sequence xt based on image information. FFN performs character classification, while the character-aware
head predicts where a character exists in a fixed-length sequence.

3.2. Vision Encoder

The vision encoder V isEnc extracts information from a
given image. For this purpose, we used ViT [18], an exten-
sion of Transformer [19] to the image field. That is, image
I ∈ RH×W×C is tokenized per pw × ph patch and encoded
with 12 ViT-layer, where H,W,C are the height, width, and
channel of the image. We used a learned positional encoding.
Therefore, the visual features z are defined,

z = VisEnc(I) ∈ R
HW
pwph

×d
, (1)

where d is the embedding dimension of ViT.

3.3. Transformer

We employ the Transformer decoder [19] Dec with an addi-
tional time-based positional encoding ϕ to convert token se-
quences in diffusion models. The architecture is similar to the
decoder in the unconditional text translation with a diffusion
model [8]. However, it differs in three respects. The first is
the text transformation under the condition of the vision fea-
tures z. We use the Transformer’s cross-attention mechanism
within the decoder to condition the text sequence. Second,
while the Transformer typically infers one token at a time
to handle text, our text recognition task simultaneously out-
puts the probabilities of all tokens. Third, the Transformer
output results are used in two ways: one is converted into
a string for text recognition using the Feedforward Network
(FFN), following previous research [6]; the other is input into
a character-aware head, which has an identical structure to
the FFN, to predict whether a character region contains a real
character, such as the alphabet. We use the cross-entropy loss
for FFN.

The time positional encoding utilizes sinusoidal posi-
tional embedding and linear layers. The output is added to
the typical sequence positional encoding in the Transformer
and put into each decoder layer.

3.4. Character-aware Head

We propose a character-aware head for text recognition in the
diffusion model. Since text recognition in the diffusion model
is performed within a fixed-length sequence, there are two is-
sues: the categorical classification of characters and the extent
to which a character is a character sequence. Therefore, we
propose classifying at a large level what is a character domain
in a fixed-length sequence and facilitating categorical classi-
fication of characters. As shown in the output of Figure 2,
the character-aware head performs a binary classification of
whether the position corresponds to a character (1) or not (0).
Binary Cross-entropy was used as the loss function.

3.5. Training Protocol

During training, we randomly sample a time step t. Then,
we calculate the posteriors using the noise schedule αt, ᾱt, as
defined in the original diffusion model, and a noisy sequence
xt as following [8]. We perform xt−1 = Dec(xt, z, t) to
compute the loss.

3.6. Inference Protocol

The Inference process starts with the sequence xT , filled with
a mask token. The process is conditioned on z from the vision
encoder. It then iterates T times to obtain x0. We convert the
final token sequence to text with FFN.

4. EXPERIMENTS

4.1. Dataset and Evaluation

For a fair comparison, we conducted experiments follow-
ing the setup of [20]. We train the models on two synthetic
datasets MJSynth (MJ) [12, 21] and SynthText (ST) [22].
We evaluated models on six standard benchmarks: ICDAR
2013 (IC13) [23], ICDAR 2015 (IC15) [24], IIIT 5KWords
(IIIT) [25], Street View Text (SVT) [26], Street View Text-
Perspective (SVTP) [27] and CUTE80 (CUTE) [28]. For
evaluation, we use word-level accuracy on the six benchmark
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datasets. A prediction is considered correct if characters at
all positions match. We report the mean score of the four
experiments by following the previous research [6].

4.2. Implementation Details

All experiments are performed on four Nvidia A100 GPUs in
mixed precision using PyTorch. We used the ADAMW op-
timizer [29] with a learning rate, which warms up to 10−4

linearly and drops to 0 following cosine decay. We set the
hyperparameters of the optimizer ϵ and β as 10−8 and (0.9,
0.999), respectively. The number of training epochs is 20,
and the warm-up epoch is 5. The batch size is 384. We set
the weight decay to 0.01 For the Label preprocessing, we fol-
low the previous work [13]. Concretely, we set a maximum
label length of 25 and a charset size of 94, which includes
mixed-case alphanumeric characters and punctuation marks
without special tokens. We strictly follow the way of image
preprocessing [6] including augmentation. For a fair compar-
ison, we used a vision encoder [18] with the same settings as
PARSeq [6]. We have six transformer layers with 16 atten-
tion heads and hidden dimension d of 384 for the transformer
decoder. The balanced weights of the cross entropy loss func-
tion for character-aware head and character recognition are
equal. We set the time step T to 1000.

4.3. Main Results

In this section, we compare the performances of the proposed
method with state-of-the-art methods on public datasets. Ta-
ble 1 shows the results of state-of-the-art methods and our
experiments. For a fair comparison, we list the methods
with only MJ and ST datasets for training. Our method
has reached competitive accuracy against the latest strong
methods and outperforms them on several datasets. ABI-
Net [5] and PARSeq [6] use powerful language models, while
TRBA [4] uses an image rectification module as preprocess-
ing. Against such models, our model achieves comparable
accuracy despite its simple structure without using either,
demonstrating the effectiveness of the proposed method.

4.4. Detailed Analysis

To confirm the effectiveness of the proposed method in detail,
we conducted a detailed analysis. In this section, we report
the average accuracy of all test sets.

Table 1: Word accuracy on the six benchmark datasets.

Method
Test datasets and # of samples

IIIT5k SVT IC13 IC15 SVTP CUTE
3,000 647 857 1,015 1,811 2,077 645 288

CRNN [3] 81.8 80.1 89.4 88.4 65.3 60.4 65.9 61.5
ViTSTR [30] 88.4 87.7 93.2 92.4 78.5 72.6 81.8 81.3

TRBA [4] 92.1 88.9 − 93.1 − 74.7 79.5 78.2
ABINet [5] 96.2 93.5 97.4 − 86.0 − 89.3 89.2
PARSeq [6] 97.0 93.6 97.0 96.2 86.5 82.9 88.9 92.2

DiffusionSTR (Ours) 97.3 93.6 97.1 96.4 86.0 82.2 89.2 92.5

Fig. 3: Visualized comparison against the state-of-the-art
method [6]. The leftmost column shows the input image, and
each column displays each method’s output. Black text indi-
cates a match with the ground truth; red indicates a different
case. Our method recognizes more robustly.

Table 2: Impact of character-aware head.

Model Character-aware head Average accuracy

Complete model ✓ 91.8
Ablation model − 63.4

Qualitative analysis. Figure 3 shows the text recognition re-
sults of the proposed method and the latest one using the lan-
guage model [6]. Our method outputs reasonable results, even
for blurred or curved images. It produces more appropriate
results for noisy images than the existing one.
Impact of character-aware head. In addition to the cate-
gorical classification of characters, DiffusionSTR proposes to
predict the position of character presence. Table 2 shows the
effectiveness of the proposed character-aware head. We see
that the accuracy without predicting the presence is signifi-
cantly degraded. The diffusion model needs to infer the loca-
tion of character presence for text recognition.
Impact of time step. The diffusion step is a vital factor in
the diffusion model. Table 3 shows how the total number of
steps affects accuracy. We confirm that the accuracy increases
as the number of diffusion steps increases; after 1000, only a
little difference can be observed.

5. CONCLUSION

This work proposed a novel scene text recognition framework
using diffusion models, which refines a noisy text sequence to
the recognized one iteratively. Unlike existing methods that
directly transform visual information into a text sequence, the
proposed method leverages visual information to refine noisy
text sequences conditionally. Experiment results showed that
our method achieved competitive results compared to state-
of-the-art methods with simple architecture.

Table 3: Impact of the time step T .
Total step (T ) 100 500 1000 2000 4000

Average accuracy 17.6 86.1 91.8 91.9 91.3
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